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The Determination of Pore Size Distribution from Gas Adsorption Data 

BY C. G. SHTJLL* 

Introduction 
There has been widespread application in the 

past of gas adsorption data in determining quan­
titatively the physical structure of finely divided 
and porous materials. Most notable among the 
theories of adsorption which have been advanced 
are those of Brunauer, Emmett and Teller1 and 
Harkins and Jura,2 both of which have proved 
very successful in evaluating the specific surface 
of such materials. There are, however, frequent 
isotherm phenomena which cannot be treated by 
these theories and, in order to explain some of 
these, the presence of capillary condensation in 
the porous structure has been suggested. Excel­
lent summaries of some of the early quantitative 
or semi-quantitative attempts in this direction 
have been given by Brunauer3 and by Cohan.4 

These attempts have all been recognized as 
merely approximations for one reason or another. 

Recently, Wheeler6 has introduced a composite 
theory which combines the BET multilayer ad­
sorption and capillary condensation viewpoints. 
Upon suitable application of this theory to the ex­
perimental isotherm, the pore size distribution 
which would account for the experimental data 
may be evaluated. I t is the purpose of the present 
paper to point out a simple method by which the 
Wheeler theory can be applied to isotherm data 
thereby obtaining the pore size distribution. 

The Wheeler theory can be summarized in one 
simplified equation 

V, - V 
- / ; 

O - t)2L(r)dr (D 

In this equation, Vs is the volume of gas adsorbed 
at saturation pressure, V is the volume of gas ad­
sorbed at intermediate pressure p, L(r)dr is the 
total length of pores whose radii fall between r and 
r + Ar, R is the corrected Kelvin radius which is 
obtained as a function of the pressure, and t is the 
multilayer thickness which is normally built up 
at pressure p. This equation merely states that 
the volume of gas Vs — V not yet adsorbed at a 
pressure p is equal to the total volume of pores 
which have not been filled. 

The left hand side of Equation (1) is known 
from experimental data and it is desired to deter­
mine the pore size distribution function L(r) 
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which when integrated will show agreement with 
these experimental data. Before this can be done, 
it is necessary to evaluate R and t as functions 
of the pressure. 

Evaluation of Critical Kelvin Radius and Mul­
tilayer Thickness.—Wheeler has introduced a 
modified Kelvin equation in evaluating the cor­
rected Kelvin radius R. In this equation, the 
corrected or critical pore radius (critical in the 
sense that all pores having smaller radii than R 
have already been filled by multilayer adsorption 
and capillary condensation) is placed equal to the 
sum of the multilayer thickness and the radius 
normally calculated from the simple Kelvin equa­
tion. In other words 

R = t -
2av 

R,T In p/p0 
(2) 

O- being the surface tension, v the molar volume of 
the condensed liquid, and Rg the gas constant per 
mole, and T the temperature. This equation 
states, very reasonably, that the radius determin­
ing the presence or absence of capillary condensa­
tion is that of the open section (the part not occu­
pied due to multilayer adsorption) in the pore and 
not that of the entire pore. 

An approximate expression from the BET the­
ory of multilayer adsorption has been used by 
Wheeler for calculating multilayer thickness val­
ues. It is known, however, that the BET thick­
nesses become much larger than experimental 
thicknesses for flat surfaces in the high pressure 
region. Figure 1 shows a comparison of these 
thickness values. In the upper part of this figure 
are shown experimental data taken from nine pub­
lished isotherms6 (nitrogen gas) for crystalline 
materials of large crystal size (1100 to 16,000 ang­
stroms). These data are plotted on a V/ Vm basis 
where Vm is the adsorbed volume corresponding to 
monomolecular coverage of the surface. Devia­
tions of the experimental points from the average 
isotherm are seen, but the general trend of the 
data is well established. The average isotherm 
is next transferred to a multilayer thickness curve 
(t values) by assuming the monomolecular thick­
ness to be 4.3 angstroms for nitrogen. This is 
shown in the lower part of Fig. 1 with the curve 
corresponding to the BET theory. Pronounced 
differences between the BET and experimental 
curves are to be noted in the higher pressure 
region. 

Figure 2 shows curves for the corrected Kelvin 
radius R as a function of pressure, calculated 
from Equation (2) by use of the above experi-
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Fig. 1.—Multilayer thickness as obtained for large 
crystals and as calculated from the BET theory: Curve A, 
experimental values of the number of adsorbed layers 
(V/Vm) for crystalline materials of large crystal size; 
curve B, multilayer thickness for N2 calculated from BET 
theory; curve C, multilayer thickness curve derived from 
curve A. 

mental and BET values for multilayer thickness. 
As expected, the differences between the two 
curves show up in the high pressure region. Ob­
viously it is necessary to make a decision as to 
which curve should be used in interpreting experi­
mental isotherms. 
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Fig. 2.—Variation of the critical Kelvin radius as a 
function of the adsorption pressure: curve A, calculated 
using experimental multilayer thickness values; curve B, 
calculated using BET thickness values (Wheeler). 

Wheeler has argued that since adsorption oc­
curs on the curved surface of a pore, larger thick­
nesses would be expected than on a flat surface, 
and hence the use of the BET theory is justified. 
Notwithstanding this, there are arguments which 
seem to indicate that the use of BET values is an 
over-correction for the effect and that it is prob­
ably better to use the flat surface experimental 
data. 

Some insight into this can be gained by consid­
ering the adsorption process on systems having 
hypothetical pore structure. Consider first a sys­
tem where all of the pores are 100 angstroms in 
radius. According to the curve derived from ex­
perimental data, which is shown in Fig. 2, capil­
lary condensation should occur at a partial pres­
sure of 0.895 after a multilayer thickness of 14.8 
angstroms had been reached. On the other hand, 
the BET curve predicts capillary condensation as 
occurring at a partial pressure of 0.865 with a 
multilayer thickness of 31 angstroms. Wheeler's 
argument that the pore curvature would increase 
the adsorption to BET values seems to be an over­
correction for the effect. I t appears very un­
likely that the curvature in a pore of radius 100 
angstroms would place in effect additional adsorp-
tive forces sufficient to more than double the ad­
sorbed film thickness. 

A simple scale drawing with the pertinent rela­
tive dimensions indicates a much smaller effect 
than that given by the BET theory. Figure 3 il­
lustrates the predicted multilayer thicknesses at 
the time of capillary condensation for pores of 
radii 100, 50 and 25 angstroms. For a radius of 
100 angstroms the BET thickness seems much too 
large, for a 50 angstrom radius it is still larger 
than would be expected but perhaps not unreason-
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Shaded area is multilayer thickness from experimental 
data for large crystals. Unshaded area is extra thickness 
predicted by BET theory. 
Fig. 3.—Diagram showing multilayer thickness at pressure 

of capillary condensation for pores of various sizes. 
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ably so, and for a 25 angstrom radius the two 
multi layer thicknesses are close together. Since 
the curvature effect becomes more pronounced as 
the radius is reduced and has little or no effect 
with large radii pores, i t is seen t h a t the B E T 
values are inherently incorrect in their dependence 
upon the pore radius. If anything, the t rue curva­
ture values of the thickness should differ from fiat 
surface values most drastically in the small pore 
region, and this is jus t t he opposite of the result 
obtained by use of the B E T multilayer thickness 
values. Until a more satisfactory theory account­
ing for curvature effects is available, the use of flat 
surface da ta would appear to be preferable. Ac­
cordingly, the curves on Figs. 1 and 2 correspond­
ing to experimental da ta will be used in the iso­
therm analysis given below. I t should be men­
tioned t h a t the procedure of isotherm analysis to 
be discussed in the following section is a general 
one applicable to whatever multilayer thickness 
values are selected. 

Evaluation of Po re Size In tegra l .—There does 
not appear to be a simple method of inversion 
applicable to the pore size integral, Equa t ion (1), 
by which the pore size dis tr ibut ion L(r) can be 
obtained from numerical values of F8 — F. Indi­
rect methods are available, however, which permit 
an easy and convenient solution of the equation. 
The present method is one of comparison of the ex­
perimental isotherm with s tandard or calculated 
isotherms. 

Wheeler has suggested t h a t pore size distribu­
tions m a y be represented by simple analytical 
forms of Maxwellian or Gaussian type . T h u s for 
a Maxwellian distribution of pore sizes 

L(r) = Are-r/n (3) 

with A and r0 constants , and when this is substi­
tu ted into Equat ion (1) and the integration per­
formed we obtain 

where 
V. - V = ArIM(R, r0) (4) 

M(R,rt) = -, e~RM[R(R - t)1 + 6r0
3 + ro 

2r$(3R - 2/) + r0(3R - f)(R - t)} (5) 

The function M(R, r0) has been evaluated for vari­
ous values of J? and r0, and a family of such curves 
is shown in Fig. 4. These curves will be referred to 
as s tandard inverted isotherms.7 

Likewise for a Gaussian distribution of pore 
sizes 

L(r) = Ae'Wn{r-rt)Y (6) 

with A, /?, and r0 constants , and this integrates into 
V. - V = 2A(r*/0)Gf>(Rlro) (7) 

where 

Gf(R, ro) = £ | j J e-p< (R - 21 + r„) + 

V * [ l - H « ] [ ( r 0 - O ] 2 + ! (ij°)2j ( 8 ) 

P = Z(R - r 0 ) , and H(x) 
ro 

2 r* 
V* Jo 

e-y'dy 

Gf1(R, r0) has been evaluated for /3 = 2, 5 and 10 
and various values of R and r0, and some of these 
s tandard isotherms are shown on Figs. 5 and 6. 
I t may be mentioned t h a t the parameter /3 deter­
mines the width of the pore size distribution while 
TQ controls the average pore size. 

0 20 40 60 80 100 120 
R. 

Fig. 4.—Standard inverted isotherms: calculated for a 
Maxwellian distribution of pore sizes. 

The procedure in interpreting experimental da ta 
is then the following. The experimental isotherm 
is replotted as F 3 — F (log scale) versus the Kelvin 
radius R. This is conveniently known as an in­
verted isotherm. This inverted isotherm is next 
matched with one of the s tandard isotherms of 
Figs. 4 -6 . If a satisfactory ma tch is obtained, the 
pore size distribution is known immediately from 
the parameters of the s tandard isotherm. 

Sometimes the experimental inverted isotherm 
cannot be fitted to one of the s tandard isotherms 
and i t is necessary then to resolve the experimental 
isotherm into two or more s tandard isotherms. 
For instance if an experimental isotherm can be 
resolved into the sum of a Maxwellian and a Gaus­
sian s tandard isotherm, then 

V1-V 

and hence 

A^M(R, r0) + 2A1 £ G^(R, r,) (9) 

L(r) = AaTe-'/" + A -PV-r r fT 1« Ln J (10) 

(7) Numerical values for the standard inverted isotherms of Figs. 
4 to 6 have been tabulated and are available from the author. 

In all cases, the coefficients An can be evaluated 
from the relative amplitudes of the component 
isotherms. Needless to say, as m a n y component 
isotherms can be used as is necessary to fit the 
da ta to the desired accuracy. For all practical 
cases to date , two terms have been found suf-
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Fig. 5.—Standard inverted isotherms calculated for a 
Gaussian distribution (0 = 2) of pore sizes. 

Fig. 6.—Standard inverted isotherms calculated for a 
Gaussian distribution (3 = 5) of pore sizes. 

ficient. The whole procedure can be carried out in 
fifteen or twenty minutes. 

I t is obvious that the specific surface may be 
calculated from the distribution L(r), using the 
equation 

•$; 
This method of calculation is, of course, independ­
ent of the usual BET method8 of determining the 

(8) It will be recognized that this independence is not strictly true 
since the BET theory has been used to obtain values of Vm used in 

5 = 2ir I rL(r) Ar (H) 

specific surface from adsorption isotherm data, 
but is more laborious and time-consuming. In 
particular instances, in which a variety of adsorb-
ates have been adsorbed on the same adsorbent, 
more consistent values of specific surface have 
been obtained by this calculation than by t i e 
BET method. I t should also be pointed out that 
the Wheeler procedure5 of isotherm analysis does 
not permit a wholly independent calculation of the 
specific surface since the BET surface has entered 
directly in the pore size evaluation. 

The above procedure of matching the experi­
mental data to a calculated curve is, of course, an 
indirect one in that the mathematical inversion 
required in Equation (1) is not accomplished in a 
straightforward fashion. This raises the question 
of uniqueness in the derived pore size distribution. 
I t has been found that the selection of the matched 
standard curve is, in general, a well-defined one 
showing that one type of distribution is in consid­
erably better agreement with the data than any 
other. In cases where ambiguity in the choice of 
matching exists (for instance where the matching 
is equally good with a single curve or with the sum 
of two other curves), experience has shown that it 
makes little difference in the final distribution. 
I t would seem that uncertainties in the basic as­
sumptions necessary to the application of the in­
version procedure are much more troublesome 
than the problem of uniqueness in the inversion. 

Examples of Isotherm Interpretation.—As 
examples of the above procedure of analysis, 
the two isotherms given in Fig. 7 will be con­
sidered. These were obtained9 with samples of 
silica gel possessing widely different physical prop­
erties. Both adsorption and desorption data are 
presented, there being no hysteresis loop in the 
case of gel I. The solid line for gel I I represents 
the adsorption data while the broken line corre­
sponds to desorption data. Selected isotherm 
points from the desorption curves have been re-
plotted as inverted isotherm points (open and 
shaded circles) in Fig. 8. The isotherm points for 
gel I are seen to agree closely with the standard 
isotherm M(R, 3), which has been drawn in from 
Fig. 4. Therefore the pore size distribution L(r) 
for this gel can be represented by a Maxwellian 
distribution with the parameter r0 having the 
value 3A. On the other hand, the isotherm points 
for gel II cannot be matched to one of the stand­
ard curves but they can be matched to the sum of 
two standard isotherms, G^(R, 43) and M(R, 18). 

the determination of the multilayer thickness t as shown in Fig. 1. 
However, this procedure has drawn on the validity of the BET de­
termination of specific surface only in the case of materials of large 
crystal size and this has been shown by many studies to be quite 
correct. No assumptions regarding the validity of the BET theory 
for the material being studied have been made. I t follows that the 
specific surface calculated from the pore size distribution is not 
necessarily the same as that generally calculated from the BET 
theory since the presence of the pore size distribution may have made 
questionable the application of the simple BET theory. 

(9) I am indebted to Dr. P. B. Elkin for supplying the isotherm 
data on these materials. 
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Fig. 7.—Nitrogen isotherms for two samples of silica gel. 
The solid and broken lines are the experimental isotherms. 
The circled points are taken from the matched standard 
isotherms of Figure 8. 

The triangular points on Fig. 8 are matched with 
the standard isotherm G6(R, 43) and have been 
obtained by subtracting the standard isotherm 
M(R, 18) from the experimental data (the open 
circles) for gel II . Thus the pore size distribution 
for gel II can be represented by an expression of 
the type given by Equation (10) with ra = 18, 
ri = 43, ft = 5 and relative values of Ai and A0 
obtained (AxJAu = 222) from the amplitudes of 
the two standard isotherms. 

The differences between the experimental 
points and the standard isotherms in Fig. 8 have 
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been transferred to the original isotherms given in 
Fig. 7, since here the fluctuations can be more 
easily visualized in terms of experimental error. 
The circled points on the isotherms of Fig. 7 are 
taken directly from the standard inverted iso­
therms of Fig. 8. The agreement shown by the 
matching process is within the experimental error 
of the adsorption measurements. 
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Fig. 9.—Pore volume distributions calculated for silica gel 
samples. 

Pore size distributions for these two gels have 
been calculated and are shown in Fig. 9. These 
have been plotted as volume distributions V(r), 
rather than length distributions, since the former 
seem to have greater physical significance. This 
transformation is easily performed since 

V(r) = TT*L (r) (12) 

Fig. 8.—Comparison of silica gel isotherm data with se­
lected standard inverted isotherms. 

Values of the average pore diameter (defined as 
that size which divides the pore volume distribu­
tion into two equal parts) have been marked on 
theodistribution curves. These values are 21 and 
90 A. for gels I and II, respectively. I t is interest­
ing to compare these with values of the mean pore 
diameter calculated from the expression10 4 F s / 5 
where 5 is the specific surface determined by the 
standard BET method. Calculation shows the 
latter to be 23 and 107 A., respectively. Compari­
sons of the pore size distributions obtained by the 
above procedure with other independent data have 
been made for a variety of materials and these will 
be the subject of an accompanying publication.11 

Summary 
The theory of the interpretation of gas adsorp-
(10) If all pore volume is contained in one long cylindrical pore L 

units long, the diameter of this pore can be written 

TTD" 

4 4 V. D = 4 — = — 
TTDL S 

(11) C. G. Shull, P. B. Elkin and L. C. Roess, T H I S JOUKKAL, 70, 
1410 (1948). 
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tion data in terms of capillary condensation as ad­
vanced by Wheeler is discussed. I t is suggested 
that the empirical use of experimental adsorption 
data for materials of large crystal size is preferable 
to the employment of the BET theory at the 
higher relative pressures (0.35 to 0.99) in evaluat­
ing the multilayer thickness of the adsorbed lay-

Introduction 
During the past few years a number of new tech­

niques have become available for studying the 
physical microstructure of porous and finely di­
vided materials. Low temperature gas adsorp­
tion has found widespread application in the 
determination of the specific surface available to 
gases.3 More recently, attempts have been made 
to interpret the adsorption isotherm in terms of 
pore dimensions in addition to specific surface.4 

X-Ray scattering at small angles has been used in 
obtaining information on the solid discontinuities 
present in colloidal materials, and these data have 
been correlated to a certain extent with crystal 
size data from the broadening of X-ray diffraction 
lines and with specific surface results.56 

In the application of either of these techniques 
certain simplifying assumptions must be made 
with consequent uncertainty or ambiguity in the 
results of the analysis. One procedure for testing 
the validity of these assumptions for any particu­
lar material presents itself in the correlation of in­
dependent data to form a consistent over-all pic­
ture of the physical microstructure. Thus, as will 
be shown later in this paper, the specific surface 
should show a dependence on the particle size dis­
tribution; and the pore size and the particle size 
distributions should be related through the po­
rosity factor. If the various physical data can be 
shown to be consistent, then confidence in the 
validity of the analysis is gained. I t is to be em­
phasized that conclusions of this sort drawn for one 
material are not sufficient to justify the validity of 
the assumptions for all cases. 

The present paper is concerned with a series of 
observations of the type outlined above obtained 
for a series of ten silica and silica-alumina gels. 
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ers. A simplified procedure for applying the the­
ory of capillary condensation to experimental 
data, thereby obtaining the pore size distribu­
tion, is presented. Examples of this procedure 
are given in the treatment of data for two silica 
gels. 
BEACON, N. Y. RECEIVED APRIL 3, 1947 

These particular gels were selected because they 
possessed a wide range of physical properties and 
hence should serve as good illustrative examples of 
the correlative procedure. 

Experimental Techniques 

Nitrogen adsorption-desorption isotherms were 
obtained in a conventional volumetric apparatus 
at liquid nitrogen temperature and over a pres­
sure range from a few millimeters of mercury up to 
near saturation pressure. Measurements in the 
high pressure region were continued to high 
enough pressures to determine the plateau of ad­
sorbed volume characteristic of complete filling of 
the micropore volume. The saturation pressure 
pa was measured continuously throughout the 
runs by means of a tube containing condensed 
nitrogen and connected to a manometer. From 
the data specific surface values were calculated by 
the Brunauer-Emmett-Teller equation.3 The 
data fit the linear plot of this method over the 
usual range of pressure values, 

The micropore size distributions were obtained 
by analyzing the adsorption and desorption iso­
therms in terms of a composite multilayer adsorp­
tion and capillary condensation theory introduced 
by Wheeler.4 A modification in the procedure of 
applying the Wheeler theory to the experimental 
data was used in the present study and details of 
this are given in an accompanying paper.7 

Essentially, the method consists in matching the 
experimental isotherm with one of a series of 
standard isotherms which have been calculated for 
various pore size distributions. Values of median 
and mean pore diameters (defined in the following 
section) have been calculated from the size distri­
bution. 

Values for the solid density p were obtained by 
displacement in helium gas in an apparatus similar 
to the one described by Schumb and Rittner.8 

The apparent density pa was determined in a mer­
cury pycnometer. From these values the per­
centage porosity was calculated by the equation 

% porosity = 100(p - p.)/p (1) 

(7) C. G. Shull, T H I S JOURNAL, 70, 1405 (1948). 
(8) W. C. Schumb and E. S. Rittner, ibid,, 65, 1692 (1943). 
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